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Local and regional edge detectors PAGE 1-2

a) Hueckel~s edge-detection algorithm (Ref 6)

b) The Sobel operator, with Least-square goodness of fit

(Ref 7)

c) Mero and Vassy's approximate Huecket operator (Ref 8)

a) Hummet's optimal local template (Ref 9)

e) A new discrete Hueckel-like operator (Section 3)

Comparison of the operators, never an easy process, was

comDticated further by the fact that b), c) and d) (as

imp Lemented , at Least) are purely Local operators, evaluated

separateLy at each image point, white a) and e) are intended to

. be evaLuated only on overlapping regions. The two kinds of

operators are sufficiently different that direct comparisons are

- very hard to make. The approach taken was to measure the

dejradation in the edge response when various sorts of distortion

were appLied to the image. These self-comparisons, then, act as

measures of stabiLity and discriminatory power that allow

comparison between the different techniques.

1. . Lharacterizing an ideal edge

Eae detection procedures may be divided into two sorts:

LocaL and regional. The former, typically applied on very small

(!x3 or 4x4) picture windows, can usually be interpreted as

dif ferentia L operators of some sort, used to define the

euginess' at each point of the image. Regional operatorsy on

the other hand, may be applied on windows several times the width

of the edges to be detected, and are expected to give responses

* when the entire region is well described by two constant levels

separated by an edge of some specific sort. For both, the

question 'what is an edge' must be asked, but for regional

. operators, the answers are Less clear.

Directional Local operatorS, though plentifuL, all appear to

measure somethina like the gradient at a point, the differences

being predominantly due to di fferent ways of responding

aaequateLy to imperfections such as blurriness 4nd noise, or to

5'



Local and regiont. edge detectors PAGE 1-3

considerations of computational speed. Regional operators have

not Leen so widely discussed, HueckeL's operator being the only

widely quoted one *of this type. (Mero and Vassy described a

local operator, ano a regional extension of it. It is the Local
version that we use in these comparisons.) For such operators,

three properties of edges are of concern which are not of great

importance for Local detection. First, how broad should an

'iueaL' edje be, and should the width be variable. Second,

should a -'erfect edge be necessarily straight, or should some

class of curves re allowed. Finally, if several edges appear

within the region, should the response give a total value, a

axirmum value, or no strong-edge value at all? Sections 2.2 and

7
., in cescriLin; operators a) and e), introduce two different

resnonses to these questions.

I Lvau tion criteria

The ei:e detectors descriued were all evaluated on the same

sCt of iiges, and a common measure of adequacy employed. The

imajes include a set of synthetic 'perfect polygonal' images,

which nave Lon, straight edges inclined at five degree increments

from vertical or horizontal. A 'real' image (a oicture of a

girl's face) was included as well, to give some idea of response

to textured ed.es of various curvatures. The evaluations are

descriLeo in Section 4. Brief descriptions of the first four

detectors comprise Section 2. In the course of this study some

errors in the derivation of Huecket's operator were found

(describeo in Akpenoix A), suggesting that an edge detector with

the sane qualitative behavior be devised which did not share the

technical defects of HueckeL's. Such an operator is described in

Section 3, and an explicit algorithm constitutes Appendix B.

Fina tLyj an attempt is made to tie together the results of the

study, -y making some estimates of the usefulness of the

operators d ?scrioea as inputs for further picture interpretation.

An attempt is maoe to describe the features of each operator

which are important, so that the results may be carried over to
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LocdL und re.gional edge detectors PAGE 2-2

..1 .. The SoceL operator

The first operator is explicitly derived as an approximate

directional derivative. The horizontal mask employed is:

1 2 1

0 0 0

-1 -2 -1

The double heighting of the center points is motivated by

low- crer canceLldtion of derivatives. The operator is applied

ci a 3rn x 3n winaow (usually 3x3 or 6x6)t with each weight

applieu to the appropriate nxn average value. The magnitude of

the response is btained by taking a square root, as indicated

o1o3. The Mero-Vassy operator

An operator intoduced by Mero and Vassy (Ref 8) is the

simcLest on t possi ,le, employing as a horizontal mask:

1 1

-1 -!

Thdt is, tne first n/2 rows of the mask are +1, the Last n/2 rows

are -1 (for odu Giameter n, the central row is set to zero.) For

t his operator, the response is measured as the sum of the

-"a olute values tf the vertical and horizontal responses. (Not

only is this conaistent with the 'minimum cost' philosophy behind

this cpera tor, i ut it is in this case more accurate than use of

tmr square root turm.) Clearly this mask is motivated by a simple

maeL ;f an edge as a step discontinuity.

;U.1 ... euL els operator

One ca r Look at edge operators of this sort as attempts to

decrioe tn imae by expansion in a basis set in which the terms

incLuded h .ve high overlap with an ideal edge (an idea due to

HueckeL, as noteu celow). Hummel (Ref 9) has extended this idea

.. 4-%



Local and regional edge detectors PAGE 2-3

to give maximum overlap for arbitrary a priori estimates of eage

airection, For uniform edge orientation his bases are of the

sort already described, both when only two basis functions are

retained (as in the previous exampLes) and when four basis

functions are included. The Latter is recommended as the more

reliable proceoure, and is adopted for the operator tested here.

For a cx6 window, HummeL's horizontal mask would be:

.00 -.75 -1.0 -1.0 -.75 .00

-. 45 -1.0 -1.3 -1.3 -1.0 -.45

-. 20 -.45 -.80 -.80 -.45 -.20

.20 .45 .80 ,80 .45 o20

.45 1.0 1.3 1.3 1.0 .45

.00 .75 1 .0 1.0 975 .00

2.2. Regional operators

2.2.1. General LOmments

Region L operdtors are computatlonally sensible only if they

can te applied at many fewer points than their local competitors.

Hueckel oritinally proposed a sequential scheme for application

of such templates, out they are perfectly suitable to parallel

application on a regular pattern of overlapping regions, with

some means of selection of 'the' edge among the several that

might be rerorteo on a given subregion (for this study, the

maximum responst at each point in the region was selected). A

c3nvenient pattern is to apply the operators on 2Nx2N regions,

overlapping by N points on every side. The final result is then

a lattice o* outputs, each representing an NxN cell, for each of

which a well-determined edge, orientation, and position within

the cell are given. Because of thi.s data compression, it is

probably miost accurate to consider the output from regional

operators as being comparable to thinned or similarly processed

output fro Local operators, rather than to the raw Local edge

output.

, -"'..
.. . . .. . . . . ... . . . . ... ' . . • . . . ."



Loca L dna regi onal edge det ecto rs PAGE 2-4

WhitLe reg iona L operators automatically produce t h in edges,

anu have sore advantages over Local operators simply because more

of the image Lan' be seen at one time, the Large domains bring

witt' them some disadvantages as well. The need to find only one

edge in a region means that one may expect such operators to fail

if 'clutter' (closely adjacent edges) or substantial textural

variation is expected within a single region* Difficulty may

also 3rise in distinguishing ramps from edges (a ramp will

pridjice Larre 6r~y Level differences at extreme points of a Large

winniow, ever, if it is only just noticeable on a smal one).

FiriaLLyi, t 'e op.erator may not respond to 'real' edges which do

not wratch th~e 'iceaL type assumed.

:0 Hue cke Ls operator

Huecke L ( Ret o) int roduced a novel edge-detect ion algorithm,

.nriic h h~as p romptcd a number of recent commentaries (e.g. Ref 9) .

The a lgori thin c.an best be describea by a summary listing of its

cnrd~rcteris tic f eatu rese

First: The chOice of "ideal edge' is unusual. In fact, for

ct t h e or tica L and practical reasons, what is defineo is an

i.. ea L eage -Line . Two parallel l ine s d iv id e a continuous

uiz.k -sha ped d omai n into three regions. A template on which each

of thtese reg ions has a constant gray-level, i s called an

e.;e-Line. To i,,entify an edge with such a template, the edge is

defineci to be aratLet to the given lines and to lie within the

center rei~n, wtih tea to i e nearer the greater cray-level

uisccnitinuityo - Te I eight of the edge is the difference between

thir ,r~y-Le veLs 0f the two outer regions; the breadth of the edge

is +aktn to oe trie width of the center region. (An earlier paper

'Ref 6 usec a more conventional edge definition.)

3S-conJ: Thi. cL~ass of edge-mocets is specifiable with six

cdriiieterso A basis of functions over the disk is specified. It

w i L n rot ,.enerdLLy be possible to match more than six expansion

coe'ficients of an arbitrary image on the region with the

corresi.ondirng coetfficients foar any ideal edge-Line. One can,

trieref ore, speak of the best cage as the edge associated w it h an
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edge-Line which matches some set of expansion coefficients of an

image most nearly.

Third. Hueckel stated that by restricting a particular expansion

to nine terms, an analytic solution to the optimization was

possiole, while sufficient 'extra freedom" was present to allow

the mismatch betbeen a best edge and the given function to act as

a measure of aae;uacy of the edge description. Huecket's final

al orith m, then, consists of the following steps:

a) C over the region to be examined by overlapping

dpproximotely disk-shaped windows, within each of which the

Lest eage is to be found.

L) In each window, evaluate the overlap of the observed

function with nine predetermined basis functions.

c) Perform d calculation to determine the edge-line which

u est fits the oata.

u) 'f the fit is sufficiently good, the height of the edge

sufficient, and the breadth not too great, an edge is

reported with the calculated parameters.

This innovative approach to edge detection suggests a numoer

of possiLte mocifications which might make it computationally

ltss expensive. However, Hueckel's basic approach to

optimi ation suffers from an error that would appear to hamper

any otvious mouification of the method (noted as Appendix A).

The ,racticAl efrtct of this difficulty is largely to make the

parameters oot ineo for borderline fits extremely erratic.

Occasionally, however, apparently reliable fits are similarly

skew 
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3. A regional operator on a discrete domain

3.1. Assumptions of the algorithm

Huecket's algorithm is an attempt to find an optimal fit of

a rea.sonab ty acequate edge model for a region of moderate size,

at moderate comoutational cost. To achieve that goat, a

continuous cliss of edge-models was chosen so that the usual

anaLytic procedures for extremization of a function could be

applied. .*gain, for simplicity of this kind, the domain chosen

for analysis was a disk, and the procedures used were strictly

appropriate only for a perfectly resolved (not discrete) image.

The alyorithm resulting, however, is theoretically inadequate

(Appenciix A ano might be expected to be rather Less reliable on

textured images than on simpler scenes., It is not obvious that

any sirmple ,modification of Huecket's procedure will remove either

inadequacy, yet regional edge extraction seems a worthwhile idea,

N- at least for comparison with local methods. The edge model

descricec :eLow differs from Hueckel's in almost every possible

way --- except that both are regional operators. (This

similarity of type in many ways outweighs the differences in

detail; in actual use, they are more alike than Huecket's and

HummeL's o.erators, despite the similarities in the underlying

theory of the Latter two.)

I f ana Lyt icity seems unattainable, there is little advantage

in using a circuLar domain of definition for the edge model, and

definite practical disadvantages, as disks overlap rather poorly

compared to rectun Les. Further, for domains of the order of 10

pixels by 10, the graininess of a real digitized image need not

be ne6ligi le, so an intrinsically discrete model seems

appropriate .

What is an eade to be, then? Suppose we examine a small,

.. rectangular imae of a window. For each separate row, we can

"' surely find a best left/right division into a bright side and a

. .- N.



Local and regional edge detectors PAGE 3-2

dark side, witn the dividing Line allowed to fall between any

pair of adjacent pixets. if the window overlies a true edge, we

woulc expect all the divisions to be consistent in their sense,

and to well reprcsent the image in each separate row, Moreover,

we would expect the division point to vary in a smooth way from

row to row. If no edge exists9 any 'cLear' edges from single

rows should be contradicted by nonexistent or opposing edges from

nearuy rows.

An edgt will therefore be called (in this section) "perfect"

if in each row (o column) it is a perfect one-dimensional edge,

an further, the division point is strictly monotone as one moves

from the to;- of the window to the bottom (or from left to right).

The Latter restriction is requireo for the definition to be

sy,. et ri c for rows and for columns; it includes all straight

ej.es ana m ny well-behaved curved ones, and excludes jumbled

C. es that one would not normally wish to call perfect. The

resultc.nt ed;e ttmpLates consist entireLy of +1-1, forming two

uniformr connected regions divided by a monotone boundary. The

corresponcing Operfect' edge would be a scalar multiple of such a

teincLate, plus a constant offset.

Ar, algorithm for obtaining the template of this type having

rROxinum overlap with a given input is given as Appendix B. The

minii:,um mean-sguwre-error of fit between a given window and an

e.'e templ te of this class would provide the most rigorous

criterion for the best match, As this criterion is not

decorposa~L (ie., a perfect fit over part of the window need

not Le part of the perfect fit over the full window), it appears

to require - fun oynamic programming or other state-space search

to assure optimality. This seems computationaLLy inappropriate;

therefore the maimum sum criterion, which Is decomposable, was

seL-cted as the more useful. The given algorithm finds, rather

quickly, a reabonably good edge exemplar for any window.

Optirization of this quantity wilL, in many cases, also optimize

the better criterion.

%.o



Local and regional edge detectors PAGE 3-3

3.Z. Description of the algorithm

The point of the algorithm is very simple. Since the

adequacy criterion being applied is decomposabLe, the idea is
simply to find the best template for the bottom k rows, then

extend that result to the bottom k+1 rows, iterating until the

full template has been defined.

Let the input picture be represented as I(ij). First, it

is transformed to have zero mean. An intermediate matrix is then

given Ly:

All,j)-- =0. Il(i, k) _ N I NIX0k j+iI(i k

(on an NxN domain)

Tne remaining transform is then:

3(I,j) = A(1,j)

B(ij) = A(l,j) + rrax{B(i-l,k); i>1, k 4 j)

Each cell of A gives a 'score' for a one-dimensional ezige

template for its row, with the positive/negative boundary tocateo

between the cell and its right neighbor. Each cell of 9 then

;ives the score of a partial template, monotone as required of an

ijeal edge, but including only the giver cell and the rows below

it. The ed e uecriptlon is extracted from B by beginning at the

Last row, and selecting the element with the largest score.

After 6n element is selected from row j, the element of row j-1

is selectec! which has the Largest score of any cell whose column

numoer is not greater than this ceLL"s. The edge selected passes

to the righ t of each of the cells thus chosen. The basic

aLjorithm is repeated four times (for vertical and horizontal
eages, with Left and right slants) with minor modification. The

edse with the highest score of the four candidates is the edge

reported Ly the algorithm.

Though the uescription above may appear somewhat awkward,

the algorithm exerutes rather faster than Huecket's algorithm,
ano cannot exhibit pathological behavior as the latter may
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4. Experimental comparisons

." 4*1. MethoO

The ex erimentaL study included two kinds of comparisons of

the. adequacy of the operators. The first group of measurements

were all Of a type. In each case, a given operator was applied

to the "perfect' version of a picture (those used are shown as

Fig. la,b,c). The operator was also applied to "distorted"

versions uf tne same picture, and the signal/noise ratio

measured, with the original edge output defining the signal

strength, -and with the difference attributable to the distortion

interpreted as noise. The distortions examined were

(approximately ioisson) wide-spectrum, uncorrelated noise, edge

olurring, and imposition of an overalL Linear ramp or, the entire

picture. AtL of these are common imperfections, and a1l

interfere to somt extent with edge extraction.

The intent of making the measurements in this way is to

provide a measure of consistency which can be applied to all of

the operators tested, despite substantial differences in the type

of ef;e picture produced. Unfortunately, some mental rescating

of results remains necessary, as the broad response of a Local

operator invariably overlaps better with its perturbed version

than do the narrow edge images produced by the regional

operators. The experimental results are shown as Table 1.

In addition to these stability measurements, the simple

ndture of the polygonal images allowed a comparison of ideal

values of edge parameters with the extracted values for the

undistorted images, as well as for a single 'distorted' version,

bLurreo over aaj.cent points then combined with Poisson noise (as

in the earlier test) giving a signaL-to-noise ratio of about 2:1.

The results of these measurements are given as Table 2.

%"""
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noise or blurrin,, whiLe edge height was simiLarly accurate. The

discrete edge operator, as it does not report an angLe oirectly,

was compared by matching the actual edge points reporteo within

the imayes exanineo. No substantiaL differences were found on

relativeLy undistorted windows. The discrete operator, however,

was ltss affecteo by the presence of imperfections. Eoth

operators producL goodness-of-fit measures that can be used to

cause a "no eu.e" response if the edge fit doesn't meet some

criterion. For Lotho these bounds were made as permissive as

pussible, is for use with higher-level processing "best guess'

edges are o 4 far more use than simply "not-edgeo. In a few

cases, these lax criteria allowed ridiculously bad parameter

estimates to be output by the Huecket operator. Where this

occcured, these responses were not included in the accuracy

tetimates, ut tne resulting measure is marked by an asterisk.

4.Q.. Gen ra l rtma rks

In comrarin,, operators for use with higher-Level picture

processing systems, it is clear that, for better or worse,

regional operators are best thought of as already processing

their output somewhat, compared to LocaL operators. As a result,

regional o',erdtcrs provide their in.formation in a rather more

compact form', an. may well be preferred for that reason for the

relatively expensive processing of Later stages.

The szlecific comparisons revealed nothing surprising.

Accuracy in anuLar information, in the presence of slight

aistortion, was LargeLy a function of the area of application,

not of the operator selected. ALL operators were comparabLy aoLe

to find the size of the edge in their domain. A particular

fedture of the Hummel, Hueckel, and discrete regionaL operators

is that all report some sort of goodness-of-fit measure as a

result of tle fitting process itself. For the other operators,

accurate extr.ction of such a quantity would be more expensive

than actual appLication of the edge operator.

ANMOE
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5. Appendices

A: HueckeL's edge/Line algorithm

In HueckeL's 1973 description of an edge/tine detection

*aL.-orithm (R ef o), a s in an earlier, similar paper (Re f 6b), g reat

stress is placed on the theoretical basis f or the algorithm oeinG

introduced. A m aj or p oint of thi s a lgori thm is that determination of

t he opt imum values of the edge-tine parameters can be carried out

analyt icatly, recuci ng by elementary means to the solution of 4

cquartic equation in a single variable, plus a few simple ancillary

eaudtions. I ndepenjent of the ef f ect ive ne ss o f t he algorithm i n

pr act ice, i t i s important to0 re ati ze that the ana lytic method
4 escriLeu need nott in fact, give optimum parameter values, and t ha t

the Oproof' of its adequacy was incorrect in an essential way.'

A brief :;UtLirte of the attempted proef is sufficient to make the

aifficullty clear. Given expressions for the nine basis coefficients

for an idl aL eage-Line described by the parameters e and

(xl,...,x5) = 't Ak,- it is required to find values for 9 tupLe

which minimnize the expression

N = (a(i) - s~i: e , tupte) ) ,

.dhere thie &Mi are measured coefficients, and the s (l) are idea t

*values. The aporcach taken was to notice that the above expression

couL~i Le rewritten as

N = a (i) + fiC 1 ,a tupte) + f2( 0

In this expressicn, the first term, being indevendent of the

,iarametersq .:oe s not affect the mini mization.e For each ethe
ae;uat ion fl( 9 , tupLe) = 0 was shown to be analytically solvable.

Tnus, minimization of N was stated to amount simply to minimization

of f 2 as a f u -ct ion of theta, followed by evaluating the best OtupLe'

values for that optimum theta value.

The at.ove proceoure would, in fact, mi'nimize N 1ff fl could Le

shown to be nonnedti vee For real pa rameter va lues,1 th is i s in f act

* a .'CC * %
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the case. Unfortunately, solution of fl 0 requires, in general,

complex values for some parameters. When complex parameter values

are allowed, fl is no longer non-negative, and zero need not be an

extreme value. Therefore, whenever complex parameters are obtainec

oy HueckeL's algorithm, it has faiLed to determine the optimum

,.3rameter values for the edge. (The explicit algorithm inctuded in

Ref 4 always selects the real parts of complex parameters as the

octimize values actually reported. This aspect of the algorithm is

nowhere cescribeo or justified in the text, and does not repair the

inaccuracy noteG.) Moreover, assuming the optimum fl contribution

always to be zero, when it sometimes is not, causes the algorithm to

m 6ke excessively optimistic estimates of the reliability of such

misassignments.

relate. difticuLty, rarely encountered, is that whiLe the

entire uomain visible to the operator is described by an 'r"

Parameter. bet ween U ana 1, it is perfectly possible for the algorithm

to reprt an edge at r=2, for instance, completely outside the

otserved region. There is no reason why such an 'edge' should not be

founa to be highLt reliable. Both these sorts of eccentric behavior

are rare, and can ce explicitly watched for by the algorithm, which

could then assume that no edge, in fact, was present. They are,

however, outs ide the framework of the discussion of the method

provided oy Pueckel. This sort of difficulty seems to appear in any

s-nall mocification of the method intended to retain the general

structure whiLe ecreasing the computational Load, or white usin, a

.etter-Dehaver, rectangular domain. It is largely for this reason

t hat the re ;ionaL operator introduced in this paper takes such a

Jifferent for v fror. Hueckel's.

i u ~ * * '.~ ~J I li l *- . -
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j: A discrete, regional edge detection algorithm

procedure edg eli nput ,succeedtemp late);

inte;er array input, template;

-ooLean succeed;

<<,arams criterion = minimum total edge response in the

region consistent with the existence r

of an edge. >>

c; in

inte er 4rray NORALL1 :size,1:size),A[1:sizeO:size],

-[I:size,0:size,l:4];

< ** '4 norwaLi ze input *** >>

fo r.T._ncrii.a Liz ed_ input( INPUTT NORMAL);

<< > summing over the region to get the mean vaLue,

then s..btractin; throughout >>

Sj.J3 :z 3u_n of _s,uares(NORMAL),

succeec. = faLse',

if(SUS k Lss criterion) then return

e L s e

< *** form inout transforms **>"

e in .

for JP:- 3 step I until size do

for K:=1 sten I untiL 4 do

[1J ,K I = A[ II J P];

f.r I: step 1 until size do

.)t in

[I,Jo,=I A[IJP)+max(ESI-1K,1 : K Le JP);

.[I,J-,2J := A[lIJP+min(BcI-10K31 : K Le JP);

L[iJP',3] ACIJP3+max(6[I-1,K,3) K ge JP);

L[11JL,4] A CI,JP) min{6(I-1 ,K,4 : K ge JP);

end;
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